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Abstract—Generating thumbnails for news videos plays an
important role in efficiently understanding the contents. Prior
techniques mostly handle this task by selecting one keyframe as
a representative image. However, this approach cannot effectively
handle a video whose key content is distributed across different
frames. In this paper, we propose a summarization of a news
video by composing its key contents into one image as a
thumbnail. To achieve this, our method starts with text extraction
from each scene in the video using OCR, speech recognition,
and existing image captioning models. We then group these
texts based on similarity and leverage large language models
to score the group significance. Next, for each group, a keyframe
is selected by jointly considering the importance and content
quality. Eventually, we compose the objects in these keyframes
into a single image as a thumbnail in a non-overlap manner
and utilize diffusion-based generative models for further quality
refinement. Experiments on real-world news videos demonstrate
that our method can effectively extract key video contents and
generate natural and informative video thumbnails.

Index Terms—video thumbnail generation, video semantic
analysis, large language models

I. INTRODUCTION

Generating thumbnails for videos is an important task for
people to understand the content quickly. For example, because
there can be a large number of new events happening every
day, watching the whole news video can consume a huge
amount of time.

Prior efforts [1], [2] made for this task focus on selecting
one keyframe that best summarizes the content for the whole
video. Liu et al. [1] designed a multi-task deep visual semantic
embedding model for video thumbnail selection. It considers
two scores: a relevance score, which maps the similarity be-
tween queries and thumbnails into a common latent semantic
space, and a representation score, which indicates how well the
overall content of the video is represented. Despite the fact that
it can generate the resulting thumbnail image, it cannot handle
videos where important content is distributed in different
frames. Because selection-based summarizing approaches tend
to only consider the most significant frame, they tend to fail

once the videos contain multiple key contents. To address
this issue, Li et al. [2] proposed a method to interactively
generate video thumbnails based on user queries. Differently,
this method produces thumbnail candidates and generates one
final result by pasting the clipped contents into one image.
However, because the pasting is always performed in the same
location, the results can appear unnatural.

In this study, we propose a method for composing multiple
keyframes into a single image to provide a better solution
to video thumbnail generation. In contrast to conventional
approaches that select individual frames, our method generates
the thumbnail to summarize the key content across the tempo-
ral domain. Our core idea is to assess the significance of the
video content regarding text, audio, and semantics. To this end,
based on the texts extracted from the videos, we employ large
language models (LLM) to summarize the textual information
on the image. We then perform grouping for the video frames
according to the audio-visual similarity and select multiple
keyframe candidates based on the estimated group importance.
Finally, we segment the salient objects on each keyframe can-
didate to combine them into one result image with a diffusion-
based generative model. Our model carefully evaluates the
significance in terms of audio, visual, and textual information
for keyframe determination. To improve the realism of the
resulting image, we also assign the layout before composing
the key objects. Experiments on 7 real-world news videos
demonstrate that our method can effectively summarize the
video contents into a single image with the awareness of
multiple important objects.

II. METHOD

Given an input video V , our goal is to generate a thumbnail
image that well describes the content. Fig. 1 shows the
schematic flow of our video thumbnail generation system. It
involves two stages: (i) video semantics extraction (blue block)
and (ii) thumbnail generation (red block). We detail each stage
in the following section.
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Fig. 1: Flow of our video summarizing system. The left (blue) stage depicts the scene-wise significance evaluation process,
and the right (red) stage explains the key object positioning process to generate the thumbnail.

A. Scene-wise significance evaluation

Video scene splitting. Since the video content can be largely
influenced by the scene it describes, we first need to perform
scene segmentation to separate different semantic contexts. To
achieve this, we use ContentDetector, which is a component
of the PySceneDetect [3] that detects changes in scenes in the
HSV color space by referring to the pixel changes in the HSV
color space. For the input video V = [I1, · · · , It] with a total
of t frames, We can thus obtain N +1 timestamps for camera
switch times TS

k , which allows us to divide the video into N
segments VS

i = {Ik|k = [TS
i−1, T

S
i ]}.

Text data extraction. A core factor in understanding the
video content is the texts, including both audio and vi-
sual ones. To gain textual understanding, we next need
to extract text from the video. Hence, we use Blip-2 [4],
Speech Recognition (i.e., Whisper [5]), and Optical Charac-
ter Recognition (OCR) to ensure a reliable reading of the
information in each split video scene. In particular, Whis-
per can recognize multiple languages in the speech. Here,
OCR is employed to read the captions/news footage in the
scenes, and we use EasyOCR [6] used in CRAFT [7] and
CRNN [8] in our implementation. Consequently, for the
split video scenes, we obtain a three-fold text representation

as U = [{UAud
1 ,UV is

1 ,UOCR
1 }, · · · , {UAud

N ,UV is
N ,UOCR

N }].
Here, UAud

i denotes the text obtained from speech recognition
in the i-th scene, UVis

i represents the text obtained from Blip-
2 for the visual content, and UOCR

i indicates the text obtained
from OCR of captions/news footage.
Similarity estimation and grouping. Using the extracted
texts, we next need to determine the significance of each scene.
Here, we use RapidFuzz [9] for efficient texture embedding
acquisition. Since different scenes can share similar content,
we group these scenes by referring to the similarity of textual
embeddings. We prepare a weigh set (αAud, αV is, αOCR) =
(0.6, 0.2, 0.2) for similarity calculation, and then perform hi-
erarchical clustering to obtain the grouped scenes [S1, · · ·SG]
with a total G groups, where each Sg includes one or many
scenes.
News studio scene determination. We notice that news
videos often include footage of the newscasters reading the
lead text in the studio. The importance of such scenes tends
to be higher than that of other scenes because the newscasters
would read out the whole news content. In the context of a
thumbnail image, which is designed to convey the essential
content of the video, the studio scene is expected to be ex-
cluded from the candidate images to be used as thumbnails. To
classify the in- and out-of-studio images, we train the Vision
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Fig. 2: Architecture of our classification model to determine
if an image can be used as a thumbnail. Our model is
structured with convolutional neural networks, which consider
reference indicators in classification.

Transformer-based network [10] on 3500 studios and 8189
images from news videos to perform classification. This helps
us exclude the in-studio scenes from thumbnail generation.
Group significance scoring. Because each scene group can
have different importance levels in the whole video, we next
need to score each group regarding the semantic similarity
to the whole video. To achieve this, we leverage Phi-3-mini
[11], which is a large language model (LLM) supporting
fast and high-accuracy text processing. Specifically, we input
each group text representation {UAud,UV is,UOCR}, and
the entire texts U to the LLM to obtain the corresponding
summarized texts. These texts are then fed to the Sentence
Transformers [12] to infer the cosine similarity of each group
regarding the entire video text. Eventually, we can derive the
significance scores [SC1, · · ·SCG] for each group, which we
sort in descending order to facilitate further analysis. Note
that since LLM only supports English, in tackling videos with
other languages, we first translate them into English before
using LLM.
Keyframe selection. Intuitively, each scene group can include
multiple images with different semantic correlations to the
whole video content. In addition, because news videos can
include some unexpected factors, such as camera shakes or
noise during interviews, some frames within the scene group
can have low visual quality. We thus need to determine one
keyframe that best represents the whole scene group. To
achieve this, we train a convolutional neural network (CNN)-
based classification network to determine whether an arbitrary
frame can be used as a thumbnail candidate. The model
overview is given in Fig. 2. During learning, we additionally
inform the network with four reference indicators to better
guide the classification: (i) semantic similarity between the
whole image and the target image; (ii) score of camera shake
status; (iii) area ratio of the subtitles; (iv) score of the human
face-related factors.

For (I), we calculate the similarity of the summarized text
of the video by LLM and the target frame by Blip-2, using

(a) Original frame (b) Caption-removed image

Fig. 3: An example of Caption removal.1

Sentence Transformer. For (ii), we apply the Laplacian filter
to the image and compute the variance for all pixels. For (iii),
we obtain the area ratio of the subtitles using YOLOv5 [13].
For (iv), we apply the Histogram of Oriented Gradients (HOG)
with the Linear support vector machine (SVM) to detect facial
regions from the image and regard the area of the largest
bounding box normalized with the face number as the score.

To prepare the training data, we collected 2066 images by
sampling from the videos and manually gave label annotations
for all the images. The criteria for annotation are based on
the perpetual recognition that judges the visual quality of a
thumbnail. By using the trained classification network, we can
select one keyframe for each group.

B. Thumbnail generation

Caption removal. As news videos can often include captions
or subtitles, which are not desired in the thumbnail, we need
to remove them before generating the result. To achieve this,
we use the pre-trained YOLOv5 to detect the character areas
and then directly remove them, including the bounding boxes
or background areas. However, this would cause the images
to have holes, which can greatly influence the generation. To
address this, we use the Stable Diffusion 2.1 [14] to perform
image inpainting to infill the holes. The positive text prompts
in Stable Diffusion are obtained by using Image-to-Text results
from Blip-2. Note that we employ LaMa [15], which is an
image inpainting network using fast Fourier convolution, as
pre-processing before using Stable Diffusion. This is because
using Stable Diffusion only can sometimes damage the layout
and destroy the semantic consistency. As such, we leverage
Stable Diffusion as a post-processing to refine the results via
LaMa. Fig. 3 shows an example of our caption removal.
Foreground-background separation. In many candidate
thumbnail images, key objects of interest should be high-
lighted. It is, therefore, crucial to extract the foreground from
the background and determine the keypoints of the object that
we ultimately want to feature in the thumbnail.

To obtain the keypoints, we utilize both a Saliency Map
and YOLOv5. The Saliency Map is derived using TranSalNet
[16] and Smooth grad-cam++ [17]. For a given point of
interest, we select the score obtained from the method with
the higher Saliency Map score between these two techniques.
By employing TranSalNet for local saliency prediction and
Smooth grad-cam++ for global prediction, we can evaluate

1https://www.youtube.com/watch?v=1D6zxj8ONOA



(a) Prosecutors search politician’s office on
suspicion of violating election laws.1

(b) Flying Car Demonstration Experiment in
Central Tokyo.2

(c) Bank of Japan Governor’s comments on
the weak yen.3

(d) Akita Dogs Gather in Tokyo, Former
Prime Minister Kan Comments.4

(e) Discussions and congressional references
to constitutional amendments.5

(f) Politicians under search in alleged polit-
ical funding scandal.6

(g) Passenger aircraft operations resumed to
Noto Airport.7

(h) Cab and motorcycle collide at the inter-
section in Tokyo.8

(i) Tokyo Metro to Go Public; Tokyo and
National Governments to Sell Shares.9

Fig. 4: Examples of the thumbnails generated by our method. The captions for (a) ∼ (i) explain the textual description of
the news videos.

saliency comprehensively. However, relying solely on the
evaluation from the Saliency Map may lead to mistakenly
detecting keypoints from the background. Therefore, we adopt
keypoints only when they are detected as objects by the
YOLOv5 pre-trained model, known for its general-purpose
detection capabilities. Importantly, if more than one keypoints
are detected, we compare the corresponding object categories
produced by YOLO and the candidate object list summarized
by LLM in the embedding space and adopt the one with the
smallest distance as the keypoint.

Next, we use the U2-Net [18] to separate the image into
foreground and background based on the keypoints. Subse-
quently, we remove the parts corresponding to the foreground
from the background and generate an image containing only
the background. For foreground removal, similar to the caption
removal case, we employ a combination of the LaMa and

Stable Diffusion.
Layout arrangement. Our final step to generate the thumbnail
is to paste the key objects in the image. This involves deter-
mining the layout of these objects so that they appear natural.
In this step, we leverage significance to guide this process. For
each group, we consider the frames with the top-2 significance
score as “highly important”, otherwise, “unimportant”.

To improve the overall quality, we introduce a pre-
processing step to exclude foregrounds where the video con-
tent summary by LLM and the text of the foreground object by
Blip-2 differ significantly in the embedding space. Moreover,

1https://www.youtube.com/watch?v=Ojr-QqsPQC8
2ANNnewsCH /YouTube (Video already deleted)
3https://www.youtube.com/watch?v=1D6zxj8ONOA
4https://www.youtube.com/watch?v=M-VgGVMPhRQ
5https://www.youtube.com/watch?v=5yqdLYK9Dd8
6https://www.youtube.com/watch?v=YL3cRr6rToU
7https://www.youtube.com/watch?v=R9G-VHWHABU
8https://www.youtube.com/watch?v=0ZHRUVfPTmY
9https://www.youtube.com/watch?v=afN6dRJ5Xk4



(a) Officially provided thumbnail (b) Thumbnail generated by our
method

Fig. 5: Qualitative comparison with officially provided
thumbnail images. The news title is “NATO secretary-general
criticizes Trump’s remarks.”1

a foreground with greatly low saturation and brightness is also
excluded.

For the “highly important” group, we first draw a line
or circle in the background to divide the layout into two
parts randomly. To ensure that each subject or critical area
is effectively displayed, we perform several trials by different
positions and orientations, and the final layout position is given
by the values from the Saliency Map via TranSalNet [16] and
Smooth grad-cam++ [17].

For the ”unimportant” group, if the image can be clearly
separated into foreground and background, we use the fore-
ground. Otherwise, this group will be discarded.

After classifying the images into the ”highly important”
group, we proceed to arrange the images from the ”unimpor-
tant” group. To do this, we systematically search for potential
positions for each low-importance group image in a brute-
force manner, starting from the least prioritized areas based on
the saliency map of the high-importance group images. These
positions should ideally not overlap with the foreground of the
high-importance images. If we cannot find a suitable position
for a low-importance image where it does not overlap with
the foreground of any high-importance image, that particular
low-importance image will be removed. This process ensures
that only images that can be placed without obstructing the
main subjects in the high-importance images are included in
the final arrangement.

III. EXPERIMENT

In this section, we present experiments on real-world news
videos to confirm the effectiveness of our method. Specifically,
we select Japanese TV news from YouTube clips as the
input video. Eventually, our experiments are performed on 10
videos.

We divide our evaluation protocol into two categories:
(a) For news videos without actual thumbnails, we directly
perform the qualitative inspection; (b) For news with provided
official thumbnails, we evaluate the visual similarity to confirm
the generation quality.
Evaluation of case (a). We present nine resulting images
in Fig. 4, in which the original videos are selected to cover
politics, social events, and industry. The news for Fig. 4(a)

1https://www.youtube.com/watch?v=tFPKvxU9DWs

reports about the congressman’s violation of election laws.
We can see that the result seems reasonable as it presents the
alleged politician and the prosecution officials investigating
the case. Fig. 4(d) shows the output results for a news
video about former Japan’s Prime Minister Suga visiting and
commenting on an event related to Akita dogs. The resulting
images jointly include the Akita Dog and Prime Minister
Suga, which is consistent with the news content. Interestingly,
another former Prime Minister, Suga, also appears in the video.
This is because our system jointly assesses textual and audio
relationships to score the scenes, which gives the key person
a high significance score.
Discussion. In Figs. 4(a)∼(g), the important objects are mostly
placed without being covered by others. In Fig. 4(h), however,
the car and the motorbike are overlapped, and the police officer
is also not naturally placed. Also, the subway in Fig. 4(i) is
not naturally placed.

The reason for such an unsatisfactory result can be attributed
to the removal of the video subtitles/captions by YOLOv5
and the failure of realistic interpolation by LaMa and Stable
Diffusion. We expect the solutions for these two issues to
be (i) Fine-tuning the YOLO model with a larger amount of
data and (ii) Providing Stable Diffusion with a more accurate
text prompt. Also, the segmentation accuracy by U2-Net could
be potentially improved by providing multiple key points for
guidance.
Evaluation of case (b). We next investigate the effectiveness
of our method by referring to the actual news thumbnail for
comparison. The result in Fig. 5 summarizes a video showing
that the NATO secretary-general criticizes Trump’s remarks.
Although the layout assignment is different, our result success-
fully identifies the key persons: the NATO secretary-general
and Trump, making the result resemble the actual thumbnail
semantically. We can thus confirm that our proposed thumbnail
systems achieve realistic results by comparing them with the
true thumbnail, which demonstrates the effectiveness of our
method.

IV. CONCLUSION

We have proposed a method for generating video thumbnails
with a single image. To achieve this, we leverage large
language models for textual extraction and score the semantic
significance of the key objects to effectively understand their
roles in the scene. The final thumbnail is generated by per-
forming non-overlap pasting on a single image. Experiments
on various real-world news videos generally demonstrate that
our system is able to summarize the key content and produce
a thumbnail that well describes the videos.

Our method is subject to several limitations, including
excessive smoothing of image interpolation caused by sta-
ble diffusion and distortion of the extracted objects. We
anticipate that addressing these limitations may be achieved
by incorporating the camera angle as prior knowledge in
scene cutting and by fine-tuning the stable diffusion model to
more accurately represent real-world images. Additionally, we
envision the potential extension of our method to summarize



diverse video formats. Our future work includes exploring
these avenues for improvement.
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