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Abstract—Neurological diseases such as epilepsy, Parkinson’s
disease, and Alzheimer, or psychiatric diseases like depression,
personality disorders, schizophrenia, or addictive behavior,
among many others, affect numerous people around the world.
Diagnosing these diseases is a challenge in medicine. The
symptoms of neurological and psychiatric diseases can vary
greatly, making it difficult for healthcare professionals to
accurately diagnose and treat patients. Hence, it is based on the
interpretation of symptoms by doctors and the analysis of EEG
signals (the electroencephalogram).
There is therefore an important need for diagnostic support
systems to assist doctors in their decision-making. Particularly
in Algeria, where the health system suffers from a shortage of
doctors specializing in neurology and psychiatry.
In this work, we compare the performance of different methods
used in creating systems to assist in the medical diagnosis of an
EEG signal in the case of a mental illness. This system will be
designed using intelligent algorithms on electroencephalogram
signals (EEGs), which are generally non-stable and complex
and whose interpretation is long and laborious. Hence, the
application of artificial learning algorithms such as random
forest (RF) or deep neuronal networks.

This study brings light to the importance of machine learning
algorithms in significantly reducing the time and effort required
for interpreting EEG signals. We also raised the critical short-
come of these same algorithms under some conditions in real-
world problems, such as imbalanced datasets.

Index Terms—EEG analysis, neurological diseases, psychiatric
disorder, machine learning, automatic diagnosis.

I. INTRODUCTION

Neurological and psychiatric diseases can have a profound
impact on individuals and their families, affecting their
quality of life and overall well-being. Early detection and
diagnosis of these conditions play a crucial role in ensuring
timely intervention and appropriate treatment. Some common
neurological and psychiatric diseases include Alzheimer’s
disease, Parkinson’s disease, multiple sclerosis, epilepsy,
depression, personality disorders, and schizophrenia. Each
of these diseases has its own unique characteristics and can
present a variety of symptoms.
By identifying symptoms and risk factors at an early stage,
healthcare professionals can implement targeted interventions
and support systems, ultimately improving outcomes for
patients.

EEG signal analysis refers to the process of extracting
meaningful information from electroencephalogram (EEG)
signals, which are electrical brain wave recordings. This
analysis plays a crucial role in various fields, including
neuroscience, clinical medicine, neuromarketing, and brain-
computer interfaces. By analyzing EEG signals, researchers,
and clinicians can gain insights into brain activity patterns,
identify abnormalities or anomalies, and even decode specific
mental states or intentions.
This analysis plays a crucial role in understanding brain
functioning, diagnosing neurological and psychiatric disorders,
and monitoring the effectiveness of treatments. By deciphering
the patterns and abnormalities in EEG signals, researchers
and medical professionals gain valuable insights into brain
activity, cognitive processes, and overall brain health.

Diagnoses in the field of psychology are made on a phe-
nomenological and categorical basis. Clinicians assess explicit
and observable signs and symptoms and offer categorical
diagnoses based on which those symptoms fit into, in ac-
cordance with the “International Classification of Disorders
(ICD)” and the “Diagnostic and Statistical Manual for Mental
Disorders (DSM)” [1], [2]. This descriptive nosology improves
communication clarity, but it has limitations due to its reliance
on clinician observation and/or presenting problems recorded
by patients or informants, which may not be sufficiently
objective [3].
By analyzing the patterns and abnormalities in EEG signals
through machine learning algorithms, healthcare professionals
can save valuable time and resources while ensuring a more
objective evaluation of patients. This can greatly help the
detection and monitoring of the progression of the disease
and evaluate the effectiveness of different treatment strategies,
enabling healthcare professionals to make informed decisions
and adjustments to the treatment plan.

In this work, we focus on the use of advanced algorithms
and machine learning techniques to analyze the EEG signal
to identify patterns and markers of different psychiatric condi-
tions. We briefly reviews existing methods and presents results
of applying these classification algorithms to a psychiatric
disorder dataset. The rest of this article is organized into six
sections. In the second one we present a review of some



existing methods of EEG signal analysis techniques for the
automatic detection of neurological and psychiatric diseases
. In third one, we introduce the used dataset. In the fourth
section, we present the results of applying some of the well-
known classification algorithms on the psychiatric dataset
and we discuss the limitations and challenges faced during
the analysis process. Finally, we present a conclusion that
summarized the observations and the possible perspectives for
future work.

II. EEG SIGNAL ANALYSIS TECHNIQUES

The brain is an incredibly complex and interesting organ
that is responsible for everything from our thoughts and
emotions to our physical movements and sensations. Cerebral
electromagnetic activity is what scientists use to refer to the
electrical and magnetic fields that are generated by brain neural
activity. These fields are due to the flow of ions across the
membranes of neurons, which creates an electrical potential
that can be measured outside the brain. These electrical and
magnetic fields can be detected using techniques such as
electroencephalography (EEG).
Advanced machine learning algorithms can be applied to EEG
signals to classify different brain states or detect specific
abnormalities. These algorithms can be trained to recognize
patterns in the EEG signals that are characteristic of dif-
ferent brain states, such as sleep, wakefulness, or certain
mental disorders. By analyzing the EEG data in real-time,
these algorithms can provide valuable insights into the brain’s
functioning and aid in the diagnosis and treatment of various
neurological conditions. Furthermore, the integration of EEG
with other neuro-imaging techniques, such as fMRI or PET
scans, can provide a more comprehensive understanding of
brain activity and its relation to different states or abnormali-
ties.

A. Automatic Detection of Neurological and Psychiatric Dis-
eases

In recent years, there has been significant progress in
the development of automatic detection systems based on
machine learning to analyze EEG data and identify potential
signs of mental disorders.
Some research was conducted to detect abnormal EEG signals
using machine learning classifiers as SVM [4], ensemble
learning [5] or deep learning [6], [7], [8], [9]. Other
research aims to identify a specific disease, such as epileptic
seizures, using deep learning [10], SVM [11], [12] or linear
programming boosting [13]. Saminu & al. [14] present a
rigorous review of the existing methods.

These studies have shown promising results in accurately
identifying mental disorders by detecting patterns and
abnormalities in EEG signals. However, further research
and validation are still needed to ensure the reliability and
effectiveness of these systems in real-world clinical settings.

New intelligent approaches are presented to enable an
earlier and more accurate diagnosis of Alzheimer disease;
we cite SVM classifier [15], deep learning [16], [17], [18]
or decision tree and K-nearest neighbor [19]. Parkinson
disease detection is also an important research topic; Loh
& al. have provided a comprehensive review of the existing
literature on Parkinson’s disease detection, shedding light
on various approaches and techniques that have been
explored in this field. This review serves as a valuable
resource for researchers and clinicians seeking to enhance the
accuracy and timeliness of Parkinson’s disease diagnosis. [20].

Another important topic is the development of decision
support systems for automatic detection of psychiatric
diseases. These decision support systems leverage various
techniques to identify such as Schizophrenia [18], [21], [22],
autism [23], [24], [25], depression [26], [27], [28] or addiction
[29], [30]. EEG-based approaches have shown promising
results in detecting disorders, highlighting the potential for
using these systems in a wide range of psychiatric diagnoses.

The aforementioned works, despite their promising results
are limited to a single specific disorder. However, in [3]
Park & al. intended to create new classification system for
identifying patients with severe psychiatric illnesses from
healthy controls. They gathered EEG data from patients
with schizophrenia, mood disorders, anxiety disorders,
obsessive-compulsive disorders, addictive disorders, trauma
or stress-related disorders using RF and SVM algorithms.

This study aims to evaluate the performances of various
classifiers including classification tree, random forests, and
deep neural networks in classifying psychiatric disorders based
on EEG data. By comparing the performances of these classi-
fiers, we intend to identify the most effective approach for ac-
curately diagnosing conditions such as depression, schizophre-
nia, and bipolar disorder using EEG signals. This research has
the potential to contribute to the development of more reliable
and efficient diagnostic tools for psychiatric disorders.

III. METHOD

ITo study the performance of different machine learning
algorithms to identify and compare multiple psychiatric
disorders using electroencephalography (EEG). We employ :

Classification And Regression Tree (CART): Proposed by
Breiman et al. in (1984) [31], it is a supervised learning
algorithm that uses the Gini index to find the best possible
variable to split the node into two child nodes. The tree is
grown to their maximum size until no splits are possible.

The K-nearest neighbors (K-nn): It is a non-parametric
method based on a a calculation of distances between the
characteristic vector of the instance to be classified and
the vectors of the instances of the learning base. Then the
instance to be classified is assigned the majority class among



the classes of the k closest instances [32].

the Random Forest (RF) : Introduced by Breiman in 2001
[33], it is an ensemble method formed by a collection of
trees, each tree contributes to the final decision made by
majority vote.

Long Short-Term Memory (LSTM): is a variation of Re-
current Neural Network (RNN) that is intended to handle
sequential data. This algorithm has a memory cell that is
capable of long-term information storage. LSTM networks are
capable of learning long-term dependencies in sequential data.
They have the capability of identifying patterns in data that
deviate from the norm [34].

We compare the results based on accuracy, precision, recall
and F-score.

Accuracy = TP+TN
TP+TN+FP+FN

Precision = TP
TP+FP

Recall = TP
TP+FN

F − score = 2 ∗ Precision∗Recall
Precision+Recall

IV. DATASET

Available EEG psychiatric dataset are rare making it dif-
ficult for researchers and clinicians to access sufficient data
for their studies and diagnostic purposes. This scarcity of
available EEG datasets hinders progress in understanding and
treating psychiatric disorders, as EEG data plays a crucial role
in understanding brain activity and identifying biomarkers.
The quantitative EEG (QEEG) at resting-state assessments,
medical records, psychological test batteries, and other data
were gathered retrospectively from the Seoul Metropolitan
Government-Seoul National University (SMG-SNU) Boramae
Medical Center in Seoul, South Korea, from January 2011
to December 2018. The dataset included 945 subjects and
the diagnostic decision for the patients was established from
March 2019 to August 2019, by two psychiatrists and two
psychologists. The EEG data included 5 min eyes-closed
resting-state with 19 or 64 channels acquired with 500–1,000
Hz sampling rate and 0.1–100 on-line filters via Neuroscan.
The data were down-sampled to 128 Hz, and 19 channels were
selected based on the international 10–20 system. [3]. Figure
1 and table I represent the different disorder categories and
their distribution.

V. RESULTS AND DISCUSSION

This section goal is to determine the best framework to
perform an automatic diagnosis. This study employs different
classifier CART, RF, K-nn, and DeepL.

The CART, RF, K-nn, and DeepL classifiers were chosen
due to their proven effectiveness in similar studies. Each

Fig. 1. Disorder categories distribution

TABLE I
DISORDER CATEGORIES FREQUENCIES

Main disorder Occurrence

Healthy 95
Anxiety disorder 107
Obsessive compulsive disorder 46
Trauma and stress related disorder 76
Mood disorder 266
Addictive disorder 186
Schizophrenia 117

classifier was trained and tested on a dataset consisting of
labeled samples belonging to different classes. The accuracy
of each classifier was measured by comparing its predictions
to the actual class labels.

Each classifier is tested under various conditions such as
number of classes. The performance of each classifier is
evaluated based on metrics such as accuracy, precision, recall,
and F-score.

Precision refers to the ability of a classifier to correctly
identify positive cases, while recall measures its ability to
find all positive cases. The F-score takes into account both
precision and recall, providing a more balanced assessment of
a classifier’s performance. By comparing the performance of
each classifier using these metrics, we can determine which
framework is the most suitable for an automatic diagnosis
system in this specific context.

The extremely bad scores above (table II) indicate that
the dataset used in this study is not suitable for multi-class
classification.
Additionally, the poor results may also be attributed to
the choice of classification algorithm used. Considering
alternative algorithms and tuning their parameters may lead
to better performance.



TABLE II
MULTI-CLASSIFICATION RESULTS

Multi-classification Accuracy Precision Recall F-score

CART 24,55 19,33 19,43 19,15
K-nn 21,48 16,79 16,07 14,97
RF 29,20 21,66 18,19 14,99
DeepL 28,16 0,08 0,28 0,12

Moreover, it is important to consider other factors such as
data quality, the complexity of the problem, or the distribution
of the classes. Ultimately, a comprehensive evaluation of
all these factors is necessary to determine the most suitable
approach for multi-class classification in this study.
After further investigation and experimentation we adjust
the framework to improve the classification performance by
performing a binary classification.

TABLE III
BINARY CLASSIFICATION RESULTS

Binary classification Accuracy Precision Recall F-score

CART 84,65 50,76 52,71 51,33
K-nn 88,67 63,22 52,68 53,39
RF 89,52 66,96 52,74 52,90
DeepL 90.70 61.21 51.07 49.59

Therefore, in a second experimentation, we implement
a binary classification of healthy EEG signal vs. abnormal
EEG signal (psychiatric disorder) to gain insights into the
distinguishability of healthy controls from specific disorders
and pave the way for more refined multi-class classification
models in the future.
This binary classification approach allows us to accurately
identify the presence of psychiatric disorders based on
distinct EEG signal characteristics, which can greatly improve
diagnostic accuracy. With the knowledge gained from
this experimentation, we can develop more advanced and
precise multi-class classification models that can differentiate
between various psychiatric disorders with greater accuracy
and efficiency.
Table III shows the obtained results of the binary classification
task. The binary classification lead to significant improvements
in the classification performance. Based on these results,
the Deep learning model (90.70%) reaches the first place
in term of classification accuracy followed by the RF
(89.52%), k-nn (88.67%) algorithm and CART (84.64%)
respectively. However, when it comes to precision and
F-score, the RF model outperforms the Deep learning model.
This suggests that while DeepL may be better at overall
classification accuracy, the RF model is more reliable in

correctly identifying positive instances within the categories.

However, the precision and f-score remain insufficient,
51,33% for CART, 53,39% for K-nn, 52,90% for RF and
49.59 % for the Deep learning algorithm.

Fig. 2. healthy EEG signal vs. abnormal EEG signal distribution

TABLE IV
DISORDER CATEGORIES FREQUENCIES

Diagnosis Occurrence

Healthy 95
Abnormal 789

Further analysis to understand the reasons behind these
differences suggests that the lack of data for certain classes
(see figure 2, table IV), leads to imbalanced training sets and
affects the performance of the model.

Additionally, the chosen algorithm may not be the most
suitable for the given problem. Indeed, traditional approaches
presuppose that all errors are equal and aim to reduce
misclassification errors.
However, the dataset being used is very unbalanced,
and traditional classifiers frequently misclassify instances
belonging to minority classes. The solution is the use of
resampling techniques and cost-sensitive algorithms.

These techniques aim to address the issue of imbalanced
training sets by either oversampling the minority class or
undersampling the majority class. Oversampling involves
duplicating instances from the minority class to balance the
dataset, while undersampling involves removing instances
from the majority class.

Cost-sensitive algorithms, on the other hand, assign different
misclassification costs to different classes, prioritizing the
minority class and reducing the bias towards the majority class.
By utilizing these approaches, the performance of the model



can be significantly improved in scenarios with imbalanced
datasets.

VI. CONCLUSION

Applications of machine learning algorithms in EEG signal
analysis have shown promising results in various medical
fields, including the detection and diagnosis of neurological
or psychiatric disorders such as epilepsy, sleep disorders, or
schizophrenia.

By leveraging the power of machine learning algorithms,
researchers have been able to extract meaningful information
from EEG signals, enabling accurate and efficient detection of
abnormalities. These algorithms cannot only identify specific
patterns associated with different neurological conditions, but,
in some cases, they allow the differentiation between various
stages of a disease.

In this work, we have compared the performance of
different well-known machine learning algorithms. The
results have shown that the classical methods perform poorly
in terms of handling imbalanced datasets. Since they tend
to misclassify the minority class. This limitation can have
serious consequences in the context of neurological disorder
diagnosis, as early detection is crucial for effective treatment
and most EEG signals datasets tend to be imbalanced.

In future works, we seek to use resampling techniques and
cost-sensitive algorithms to improve performance. Since these
techniques help in mitigating the bias towards the majority
class and ensuring a more balanced classification.
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