




















Table 3. The comparison of aesthetic distribution prediction on AVA dataset. The lower the better.

Methods PED PCE PJS CED CJS PCS PKL EMD Class. Acc. "

Gaussian(ResNet-101) 0.162 2.817 0.048 0.254 0.050 0.076 0.381 - -
RS-CJS(1/3GoogleNet)2 0.158 2.760 0.037 0.260 0.040 0.068 0.323 - 80.08%
NIMA(inception-v2)3 0.168 2.693 0.028 0.137 0.029 0.044 0.081 0.050 81.51%
Hui Zeng et al.25 - - - - - - 0.101 0.065 80.81%
Chaoran Cui et al.18 0.127 - - - - - 0.094 - -
Gengyun Jia et al.16 - - - - - - - 0.041 -
Xiaodan Zhang et al.15 - - - - - - - 0.045 81.81%
DDD(1/3GoogLeNet) 0.142 2.729 0.028 0.177 0.026 0.051 0.153 0.044 81.59%
DDD(MobileNet-v1) 0.125 2.669 0.022 0.138 0.019 0.042 0.092 0.031 80.43%
DDD(ResNet-50) 0.109 2.667 0.020 0.129 0.015 0.035 0.071 0.026 82.63%
DDD(ResNet-101) 0.105 2.640 0.019 0.122 0.013 0.028 0.065 0.023 82.65%

Table 4. The comparison of aesthetic distribution prediction on Photo.net dataset. The lower the better.

Methods PED PCE PJS CED CJS PCS PKL EMD Class. Acc. "

Gaussian(1/3GoogLeNet) 0.313 2.351 0.097 0.348 0.066 0.179 1.432 0.075 73.54%
RS-CJS(1/3GoogLeNet)2 0.305 2.270 0.085 0.311 0.060 0.143 1.340 0.072 75.62%
DDD(1/3GoogLeNet) 0.289 2.208 0.073 0.260 0.054 0.121 1.247 0.070 77.96%
Gaussian(ResNet-50) 0.296 2.164 0.093 0.292 0.064 0.153 1.273 0.073 76.76%
RS-CJS(ResNet-50)2 0.262 1.963 0.071 0.264 0.059 0.138 1.185 0.069 78.10%
DDD(ResNet-50) 0.243 1.842 0.068 0.251 0.106 0.035 1.129 0.066 79.22%
Gaussian(ResNet-101) 0.293 2.157 0.092 0.289 0.061 0.149 1.268 0.071 76.84%
RS-CJS(ResNet-101)2 0.255 1.961 0.070 0.262 0.058 0.137 1.183 0.068 78.12%
DDD(ResNet-101) 0.242 1.840 0.068 0.249 0.047 0.105 1.126 0.064 79.26%

AVA. The AVA dataset is a list of image ids from DPChallenge.com, which is an online photography social
network. There are total 255,530 photographs, each of which is rated by 78{549 persons, with an average of 210
aesthetic ratings ranging from 1 to 10. We follow the standard partition method of the AVA dataset in previous
work.1, 2, 8, 26{28 The training and testing sets contain 235,599 and 19,930 images respectively.

Photo.net. Each image in the Photo.net dataset is rated by at least ten users to evaluate the aesthetic
quality from 1 to 7. Due to some unavailable links in photo.net website, we collect 15,582 images in all. We
follow the partition ratio in previous work.4, 29 The training and testing sets contain 13,582 and 2000 images,
respectively. For the aesthetic quality classi�cation task, we also follow4, 29 and choose the average score of 5:0
as median aesthetic ratings. The images with an average score larger than 5 + � are designated as high quality
images, those with an average score smaller than 5 as low-quality images. We set � to 0 in the experiment, which
is more challenging than that with setting � to other values.1

4.2 Implementation Details

We �x the parameters of the layers before the �rst fully connected layer of a pre-trained GoogLeNet model and
ResNet mode130 on the ImageNet and �ne-tune the all full connected layers on the training set of the AVA
dataset. We use the Ca�e framework to train and test our models. The learning policy is set to step. Stochastic
gradient descent is used to train our model with a mini-batch size of 48 images, a momentum of 0.9, a gamma of
0.5 and a weight decay of 0.0005. The max number of iterations is 120000. The training time is about 5 hours
and 8 hours using Titan X Pascal GPU.

∗http://ritendra.weebly.com/aesthetics-datasets.html



4.3 Score Distribution Prediction

We compare our DDD model with the method of RS-CJS,2 which uses 1/3 GoogLeNet and the RS-CJS loss. The
evaluation rules follow those in.2 The numerical results are shown in Table 3 (AVA) and Table 4 (Photo.net).
For a fair comparison, we also use 1/3 GoogLeNet to replace the ResNet-50 in Figure 7. Besides, we modify
the regression targets of our DDD to the � and � of the �tted Gaussian distributions. The numerical results in
Table 3 and Table 4 reveal that our DDD model beats the Gaussian model and the RS-CJS, which directly �t
the results no matter using 1/3 GoogLeNet, ResNet-50 or ResNet-101. The performances of the Gaussian model
are even worse than RS-CJS.2

We also give some visualized comparison results in Figure 8. Scores of most images of AVA dataset are in the
range of [4,6]. Thus the NIMA3 and RS-CJS2 tend to output distributions in the middle. The mean scores of
their distributions also fall in [4,6]. The regression errors are less in
uenced by the image with very low or very
high scores. The Gaussian distribution can not �t the original distribution well. The predicted distributions of
our DDD model �t well the ground truth distributions. We can not only get output middle scores but also low
and high scores. Besides, the images with middle scores can be divided by the di�erent ratios of m and n of the
DDD model, which represent di�erent kinds of psychological processes.

As shown in Table 3 and Table 4, our DDD model outperforms all the state-of-the-art methods2, 3, 15, 16, 18, 25 on
the aesthetic score distribution prediction task using the evaluation metrics of,2 which contain 8 di�erent kinds
of distribution distances. All the previous state-of-the-art methods do not take the psychological process of
aesthetics into consideration. They only model the aesthetic perception results in the form of score distributions
of multiple reviewers.

4.4 Aesthetic Classification

We recast our predicted score distribution to 1-dimensional binary label and compare with the state-of-the-art
methods on aesthetic quality classi�cation, as shown in the last column of Table 3. Compared to the state-of-
the-art method on aesthetic score distribution prediction,2, 3, 15, 25 our DDD model achieves the state-of-the-art
aesthetic classi�cation on AVA dataset. Note that, on the AVA dataset, our DDD model with only 1/3 GoogleNet
beats NIMA model3 with full Inception-v2 GoogleNet on the aesthetic classi�cation task.

5. CONCLUSIONS AND DISCUSSIONS

In this paper, we propose a DDD model inspired by psychologists to predict aesthetic score distribution from
images. The DDD model simulates various positive and negative attractors and a disturbance factor based on the
deep image features. The experimental results in large scale aesthetic image datasets (AVA and Photo.net) reveal
that our novel DDD model outperforms the state-of-the-art methods in aesthetic score distribution prediction.
Besides, di�erent psychological processes can also be predicted by our model.

The original drift di�usion psychology model has a temporal component of the decision process. In future
work, we will build such an aesthetic dataset with score distributions and rating time data, which models the
dynamic process of the aesthetic perception. Besides, we will explore more psychological processes of aesthetic
perception.
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