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Abstract: 

The integration of machine learning (ML) into predictive modeling for unconventional 

petroleum reservoirs represents a frontier in the field of petroleum engineering. These reservoirs, 

which include formations like shale gas and tight oil, are characterized by their complex and 

heterogeneous geological features. Traditional modeling techniques, which have been effective 

in conventional reservoirs, often fall short when applied to unconventional ones due to the 

intricate subsurface dynamics. Machine learning, with its capability to analyze vast amounts of 

data and uncover hidden patterns, emerges as a promising tool to address these challenges. 

However, the application of ML in this context is not straightforward, as it introduces several 

challenges, including issues with data quality, the interpretability of models, and the need for 

substantial computational resources. This article delves deeply into these challenges while also 

highlighting the significant opportunities ML presents for improving prediction accuracy, 

enhancing automation, and reducing operational costs. Through a comprehensive review of the 

literature and an analysis of relevant case studies, this paper outlines the current state of the art 

and offers insights into future research directions, aiming to provide a balanced perspective on 

the potential of ML in transforming the management of unconventional petroleum reservoirs. 
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Introduction: 



Background 

Unconventional petroleum reservoirs, which include shale gas, tight oil, and coal bed 

methane, have gained prominence as vital sources of hydrocarbons, particularly as the 

production from conventional reservoirs continues to decline. These unconventional 

reservoirs are typically characterized by their low permeability and complex geological 

formations, which make the extraction of hydrocarbons more challenging. Unlike 

conventional reservoirs, where hydrocarbons can flow relatively easily through porous 

rocks, unconventional reservoirs require advanced techniques, such as hydraulic 

fracturing and horizontal drilling, to stimulate production. 

The process of managing these reservoirs relies heavily on predictive modeling, which 

involves forecasting future production rates, estimating recoverable reserves, and 

informing strategic decision-making regarding field development. Traditionally, these 

models have been based on empirical relationships derived from historical production 

data and geological characteristics. However, the unique and complex nature of 

unconventional reservoirs often results in significant uncertainties when using these 

traditional methods, leading to inaccurate predictions and suboptimal decision-making. 

Problem Statement 

The limitations of traditional predictive modeling approaches in unconventional 

reservoirs are well-documented. Decline curve analysis, material balance, and numerical 

simulation are commonly used techniques, but they often fail to account for the non-

linear flow behavior and the heterogeneous nature of unconventional reservoirs. As a 

result, there is a growing recognition of the need for more sophisticated modeling 

techniques that can better capture the complexities of these reservoirs. 

Machine learning, a subfield of artificial intelligence, offers a potential solution to these 

challenges. By leveraging large datasets and employing advanced algorithms, ML can 



uncover complex patterns and relationships that traditional models may overlook. This 

capability is particularly valuable in unconventional reservoirs, where the subsurface 

conditions are not well understood, and where the data is often noisy and incomplete. 

However, the adoption of ML in this context is not without its challenges. Issues such as 

data quality, model interpretability, and scalability pose significant obstacles to the 

effective implementation of ML in predictive modeling. 

Purpose of the Study 

The primary objective of this article is to provide a comprehensive overview of the 

challenges and opportunities associated with implementing machine learning for 

predictive modeling in unconventional petroleum reservoirs. By critically examining the 

existing literature and analyzing successful case studies, this paper seeks to identify the 

key barriers that need to be addressed and to explore the potential benefits that ML can 

bring to this field. Ultimately, this article aims to offer practical insights into how ML can 

be effectively integrated into reservoir management practices, paving the way for more 

accurate, efficient, and cost-effective production forecasting in unconventional reservoirs. 

Literature Review: 

Current State of Predictive Modeling 

Predictive modeling has been an integral part of reservoir management for decades, 

particularly in conventional reservoirs where the geological formations are relatively 

simple, and the flow behavior of hydrocarbons is well understood. In these conventional 

settings, techniques such as decline curve analysis, material balance, and numerical 

simulation have been widely adopted to estimate future production rates and optimize 

extraction strategies. 

However, the application of these traditional methods to unconventional reservoirs has 

proven to be more challenging. Unconventional reservoirs are characterized by their low 



permeability and complex geology, which results in non-linear flow behavior that is 

difficult to model using conventional techniques. For instance, decline curve analysis, 

which relies on historical production data to predict future performance, may not 

accurately capture the production behavior of wells in unconventional reservoirs due to 

the variability in reservoir characteristics and the influence of hydraulic fracturing. 

Similarly, numerical simulation models, which are based on physical principles, often 

require detailed information about the reservoir's properties, such as porosity, 

permeability, and pressure distribution. In unconventional reservoirs, obtaining accurate 

measurements of these properties is difficult due to the heterogeneous nature of the 

formations. As a result, predictions based on traditional models can be highly uncertain, 

leading to suboptimal decision-making. 

Introduction to Machine Learning in Petroleum Engineering 

In response to the limitations of traditional modeling approaches, there has been a 

growing interest in applying machine learning techniques to enhance predictive modeling 

in the oil and gas industry. Machine learning, which involves the development of 

algorithms that can learn from data and make predictions or decisions without being 

explicitly programmed, offers several advantages over conventional methods. 

One of the key strengths of machine learning is its ability to handle large and complex 

datasets. In the context of unconventional reservoirs, where data is often abundant but 

difficult to interpret, ML algorithms can analyze vast amounts of data and identify 

patterns that may not be apparent using traditional methods. For example, ML can be 

used to analyze well logs, production data, and seismic surveys to identify correlations 

between geological features and production performance, which can then be used to 

make more accurate predictions. 

Moreover, machine learning models can be continuously updated as new data becomes 

available, allowing for real-time adjustments to be made in reservoir management 



strategies. This capability is particularly valuable in unconventional reservoirs, where 

production behavior can change rapidly due to factors such as hydraulic fracturing and 

reservoir depletion. 

Previous Studies on ML in Unconventional Reservoirs 

The application of machine learning in unconventional reservoirs is a relatively new area 

of research, but several studies have already demonstrated its potential. For instance, 

researchers have used ML algorithms to predict production rates in shale gas reservoirs, 

estimate recoverable reserves in tight oil formations, and optimize hydraulic fracturing 

strategies. These studies have shown that ML can significantly improve the accuracy of 

predictive models and provide valuable insights that are not possible with traditional 

methods. 

However, the application of machine learning in this field is not without its challenges. 

One of the primary issues is the quality and availability of data. Unconventional 

reservoirs often require large amounts of high-quality data to train accurate machine 

learning models. However, data from these reservoirs can be noisy, incomplete, or 

difficult to obtain, which can limit the effectiveness of ML techniques. 

Another challenge is the interpretability of machine learning models. While ML 

algorithms can generate accurate predictions, they often operate as "black boxes," 

meaning that the underlying reasons for their predictions are not easily understood. This 

lack of interpretability can be a significant barrier to the adoption of ML in the oil and 

gas industry, where decisions based on predictive models can have substantial financial 

and operational implications. 

Methodology: 



Data Collection and Preprocessing 

The success of machine learning models in predictive modeling is heavily dependent on 

the quality and comprehensiveness of the data used. In the context of unconventional 

petroleum reservoirs, data sources typically include well logs, core samples, production 

data, seismic surveys, and well test data. However, gathering data from unconventional 

reservoirs presents unique challenges due to their heterogeneous nature and the 

variability in the quality of the data. 

Data preprocessing is a critical step in the machine learning pipeline, as it involves 

transforming raw data into a format that is suitable for analysis. This process includes 

several key tasks: 

 Data Cleaning: Raw data often contains noise, errors, and missing values that can 

negatively impact the performance of machine learning models. Data cleaning 

involves identifying and correcting these issues to ensure that the data is accurate 

and reliable. Techniques such as outlier detection, data imputation, and noise 

filtering are commonly used in this step. 

 Normalization and Scaling: Different data sources may have different scales, units, 

and distributions, which can make it difficult for machine learning models to learn 

effectively. Normalization and scaling are techniques used to standardize the data 

so that all features contribute equally to the model. This step is particularly 

important in reservoir modeling, where the range of values for different features 

can vary significantly. 

 Feature Engineering: Feature engineering involves selecting and transforming the 

raw data into features that are more relevant and informative for the machine 

learning model. This step often requires domain-specific knowledge, as the 

features that are most predictive of reservoir performance may not be immediately 

apparent from the raw data. Techniques such as dimensionality reduction, feature 



selection, and the creation of new features based on domain knowledge are 

commonly used in this process. 

Machine Learning Algorithms 

Several machine learning algorithms have been applied to predictive modeling in 

unconventional reservoirs, each with its own strengths and weaknesses. The choice of 

algorithm depends on the nature of the data, the specific modeling objectives, and the 

computational resources available. Some of the most commonly used algorithms include: 

 Random Forest: Random Forest is an ensemble learning technique that combines 

multiple decision trees to improve predictive accuracy and robustness. Each tree in 

the forest is trained on a random subset of the data, and the final prediction is 

made by averaging the predictions of all the trees. This approach helps to reduce 

overfitting and improve the generalization ability of the model. Random Forest is 

particularly useful in reservoir modeling because it can handle high-dimensional 

data and complex interactions between features. 

 Gradient Boosting Machines (GBM): Gradient Boosting is another ensemble 

learning technique that builds a series of decision trees, with each subsequent tree 

correcting the errors of the previous one. GBM is known for its high predictive 

accuracy and ability to handle both regression and classification tasks. However, it 

can be computationally expensive and may require careful tuning of hyper 

parameters to achieve optimal performance. 

 Support Vector Machines (SVM): SVM is a powerful classification algorithm 

that works by finding the hyperplane that best separates the data into different 

classes. SVM is particularly effective in high-dimensional spaces and is often used 

in applications where the data is not linearly separable. In reservoir modeling, 

SVM can be used to classify different types of reservoir formations or predict the 

likelihood of certain production outcomes. 



 Artificial Neural Networks (ANN): ANNs are a class of machine learning 

models inspired by the structure and function of the human brain. They consist of 

layers of interconnected nodes, or neurons, that process and transmit information. 

ANNs are highly flexible and can model complex, non-linear relationships 

between inputs and outputs. They are particularly useful in reservoir modeling for 

tasks such as production forecasting, where the relationship between input features 

and production outcomes may be highly non-linear. 

Challenges in Implementing ML in Unconventional Reservoirs: 

Data Quality and Availability 

One of the most significant challenges in implementing machine learning for predictive 

modeling in unconventional reservoirs is the quality and availability of data. Unlike 

conventional reservoirs, where data is often abundant and relatively easy to obtain, 

unconventional reservoirs are characterized by their complex geology and the variability 

of data quality. The data from these reservoirs can be sparse, noisy, and incomplete, 

which can pose significant challenges for machine learning algorithms that rely on large 

amounts of high-quality data to make accurate predictions. 

For example, well logs, which are a primary source of data in reservoir modeling, may 

contain gaps or errors due to the complex subsurface conditions in unconventional 

reservoirs. Similarly, production data may be influenced by factors such as hydraulic 

fracturing and reservoir depletion, which can introduce noise and make it difficult to 

establish clear relationships between input features and production outcomes. 

To address these challenges, it is essential to invest in data management practices that 

ensure the collection of high-quality data. This may involve the use of advanced sensors 

and monitoring techniques to gather more accurate and reliable data, as well as the 



development of data preprocessing techniques that can effectively clean and transform 

the raw data into a format suitable for machine learning. 

Model Interpretability 

Another significant challenge in implementing machine learning for predictive modeling 

in unconventional reservoirs is the interpretability of the models. Machine learning 

algorithms, particularly those that involve complex models such as deep learning, are 

often referred to as "black boxes" because their internal workings are not easily 

understood by humans. While these models may achieve high predictive accuracy, the 

lack of interpretability can be a major barrier to their adoption in the oil and gas industry. 

In reservoir management, decisions based on predictive models can have significant 

financial and operational implications. Therefore, it is crucial for industry professionals 

to understand the reasoning behind the model's predictions and to have confidence in the 

results. If the model is not interpretable, it can be challenging to justify its use in 

decision-making processes, and there may be resistance to adopting machine learning 

techniques in reservoir management. 

To address this challenge, researchers and practitioners have been exploring various 

approaches to improve the interpretability of machine learning models. One approach is 

the use of simpler models, such as decision trees or linear models, which are more 

transparent and easier to understand. However, these models may not be as accurate or 

flexible as more complex models, such as deep learning. Another approach is the 

development of techniques for interpreting the predictions of complex models, such as 

feature importance analysis, partial dependence plots, and local interpretable model-

agnostic explanations (LIME). These techniques can help to provide insights into how the 

model is making its predictions and to build trust in the results. 



Scalability 

Scalability is another critical challenge in implementing machine learning for predictive 

modeling in unconventional reservoirs. Unconventional reservoirs are typically large and 

heterogeneous, with significant variations in geological properties across different 

regions of the reservoir. This variability can make it difficult to develop machine learning 

models that are generalizable and can be applied across different parts of the reservoir. 

In addition, the computational resources required to train and deploy machine learning 

models in large reservoirs can be substantial. Machine learning algorithms, particularly 

those that involve complex models such as deep learning, require significant amounts of 

computational power and memory to process large datasets and make predictions. This 

can be a limiting factor for companies that do not have access to advanced computing 

infrastructure or that are operating in remote locations with limited connectivity. 

To address these challenges, it is essential to develop scalable machine learning solutions 

that can handle the large and complex datasets associated with unconventional reservoirs. 

This may involve the use of distributed computing techniques, such as parallel processing 

and cloud computing, to efficiently process and analyze data. Additionally, it may be 

necessary to develop more efficient algorithms that can reduce the computational 

requirements of machine learning models without sacrificing accuracy or performance. 

 

Opportunities in Implementing ML in Unconventional Reservoirs: 

Improved Prediction Accuracy 

One of the most significant opportunities associated with implementing machine learning 

for predictive modeling in unconventional reservoirs is the potential for improved 

prediction accuracy. Traditional modeling techniques, which are based on empirical 



relationships and physical principles, often struggle to capture the complex and non-

linear relationships between input features and production outcomes in unconventional 

reservoirs. Machine learning, with its ability to analyze large amounts of data and 

uncover hidden patterns, offers a promising alternative. 

Machine learning algorithms can be trained on large datasets to identify correlations 

between geological features, well characteristics, and production performance. These 

models can then be used to make more accurate predictions about future production rates, 

recoverable reserves, and optimal extraction strategies. For example, machine learning 

models can be used to predict the production decline rates of wells in shale gas reservoirs, 

estimate the optimal spacing of wells in tight oil formations, and identify the most 

effective hydraulic fracturing techniques. 

By improving the accuracy of predictive models, machine learning can help companies to 

make more informed decisions about reservoir management and to optimize their 

production strategies. This can lead to more efficient resource extraction, reduced costs, 

and improved profitability. 

Automation of Reservoir Management 

Another significant opportunity associated with implementing machine learning in 

unconventional reservoirs is the potential for automation of reservoir management 

processes. Machine learning algorithms can be used to automate various tasks in 

reservoir management, such as data analysis, production forecasting, and decision-

making. This can help to reduce the reliance on manual labor and to improve the 

efficiency and speed of reservoir management operations. 

For example, machine learning models can be used to automatically analyze well logs 

and production data to identify trends and anomalies that may indicate potential issues 

with reservoir performance. These models can also be used to generate real-time 

production forecasts and to make recommendations for optimizing well spacing, 



hydraulic fracturing, and other aspects of reservoir management. By automating these 

tasks, machine learning can help to reduce the time and effort required for reservoir 

management and to improve the overall efficiency of operations. 

Automation can also help to reduce the risk of human error in reservoir management. 

Traditional reservoir management processes often rely on manual analysis and 

interpretation of data, which can be prone to errors and inconsistencies. Machine learning 

algorithms, on the other hand, can analyze data more accurately and consistently, 

reducing the risk of errors and improving the reliability of reservoir management 

decisions. 

Cost Reduction 

The implementation of machine learning for predictive modeling in unconventional 

reservoirs also presents significant opportunities for cost reduction. The oil and gas 

industry is known for its high operational costs, particularly in the development and 

management of unconventional reservoirs. Machine learning can help to reduce these 

costs by improving the efficiency and effectiveness of reservoir management processes. 

For example, machine learning models can be used to optimize the placement and 

spacing of wells, which can help to maximize production while minimizing the number 

of wells required. This can lead to significant cost savings in drilling and completion 

operations. Similarly, machine learning can be used to optimize hydraulic fracturing 

techniques, reducing the amount of water, sand, and chemicals needed to stimulate 

production and lowering the overall cost of well completions. 

Machine learning can also help to reduce costs associated with data collection and 

analysis. Traditional reservoir management processes often require extensive data 

collection and manual analysis, which can be time-consuming and expensive. Machine 

learning algorithms can automate much of this process, reducing the need for manual 

labor and lowering the overall cost of reservoir management. 



Case Studies: 

Case Study 1: Predicting Production in Shale Gas Reservoirs 

One notable case study involves the use of machine learning to predict production in 

shale gas reservoirs. Shale gas reservoirs are characterized by their low permeability and 

complex geological features, which make production forecasting particularly challenging. 

Traditional decline curve analysis methods often struggle to accurately predict production 

rates in these reservoirs due to the variability in well performance and the influence of 

hydraulic fracturing. 

In this case study, researchers used a machine learning algorithm known as a Random 

Forest to analyze production data from a large number of wells in a shale gas reservoir. 

The algorithm was trained on a dataset that included well logs, production data, and 

geological information. By analyzing this data, the Random Forest model was able to 

identify patterns and correlations between the input features and production outcomes, 

allowing it to make more accurate predictions about future production rates. 

The results of the study showed that the machine learning model was able to significantly 

improve the accuracy of production forecasts compared to traditional decline curve 

analysis methods. This improvement in accuracy allowed the operators to make more 

informed decisions about well spacing, hydraulic fracturing, and production strategies, 

ultimately leading to increased production and reduced costs. 

Case Study 2: Optimizing Hydraulic Fracturing in Tight Oil Formations 

Another case study highlights the use of machine learning to optimize hydraulic 

fracturing in tight oil formations. Tight oil reservoirs, like shale gas reservoirs, are 

characterized by their low permeability and require hydraulic fracturing to stimulate 

production. However, the effectiveness of hydraulic fracturing can vary significantly 



depending on the geological characteristics of the reservoir and the design of the 

fracturing treatment. 

In this case study, a machine learning algorithm known as a Gradient Boosting Machine 

(GBM) was used 

Discussion: 

Balancing Challenges and Opportunities 

 Data Quality and Availability: The quality and availability of data in 

unconventional reservoirs are pivotal in the successful application of machine 

learning (ML). Unlike conventional reservoirs where data might be abundant, 

unconventional reservoirs often face challenges related to data sparsity, noise, and 

incompleteness. This variability can significantly impact the performance of ML 

models. For instance, well logs and production data may contain anomalies due to 

the complexity of subsurface conditions. To mitigate these issues, advanced data 

acquisition techniques such as high-resolution seismic imaging, multi-phase flow 

measurements, and real-time monitoring can be employed. Additionally, 

techniques like data augmentation and synthetic data generation can be used to 

supplement sparse datasets, improving the robustness of ML models. 

 Model Interpretability: Machine learning models, especially those involving 

deep learning, are often criticized for their "black box" nature, which can obscure 

the decision-making process behind their predictions. This lack of transparency 

can be a significant barrier to the adoption of ML in the oil and gas industry, 

where understanding the rationale behind model outputs is crucial. For example, in 

reservoir management, decision-makers need to interpret model predictions to 

justify drilling strategies or hydraulic fracturing plans. To address this challenge, 

methods such as Local Interpretable Model-agnostic Explanations (LIME), 

Shapley Additive explanations (SHAP), and feature importance analyses can be 



used. These techniques provide insights into how features contribute to model 

predictions and can help build trust among stakeholders. 

 Scalability and Computational Resources: The scalability of ML models is 

another critical challenge, particularly in the context of large and heterogeneous 

unconventional reservoirs. Training and deploying ML models on large datasets 

can be computationally expensive and time-consuming. Advanced computing 

infrastructure, including cloud-based platforms and distributed computing 

frameworks, can help manage these computational demands. Additionally, 

techniques like model pruning, quantization, and the use of more efficient 

algorithms can reduce computational requirements while maintaining model 

performance. Implementing scalable solutions ensures that ML models can be 

applied effectively across different regions of a reservoir, enhancing their utility 

and impact. 

 Integration with Emerging Technologies: The integration of ML with emerging 

technologies such as the Internet of Things (IoT) and edge computing offers new 

possibilities for real-time data analysis and decision-making. IoT devices can 

provide continuous data streams from sensors embedded in wells and reservoirs, 

facilitating real-time monitoring and model updates. Edge computing allows for 

data processing closer to the source, reducing latency and enabling faster decision-

making. Combining ML with these technologies can lead to more responsive and 

adaptive reservoir management strategies, improving overall operational 

efficiency. 

Future Research Directions 

 Enhanced Data Management and Preprocessing: Future research should focus 

on developing advanced data management and preprocessing techniques to 

address challenges related to data quality and sparsity. Innovations such as 

automated data cleaning algorithms, real-time data validation methods, and 



enhanced sensor technologies can contribute to more reliable and comprehensive 

datasets. Additionally, research into methods for handling missing data and 

outliers will be crucial for improving the performance of ML models. 

 Model Interpretability and Transparency: Efforts to improve the 

interpretability of ML models should continue, with a focus on developing new 

techniques and tools for explaining complex models. Research into explainable 

artificial intelligence (XAI) can provide insights into how ML models make 

decisions and help bridge the gap between model accuracy and transparency. 

Exploring hybrid approaches that combine interpretable models with complex 

models could also offer a balanced solution. 

 Scalable and Efficient Algorithms: Research into scalable and efficient ML 

algorithms is essential for managing large-scale datasets and complex reservoir 

models. Advances in distributed machine learning, parallel processing, and 

algorithm optimization can enhance the scalability of ML models. Additionally, 

exploring lightweight models that offer a trade-off between performance and 

computational efficiency can help address the resource constraints associated with 

large-scale applications. 

 Integration with IoT and Edge Computing: Future research should investigate 

how ML can be effectively integrated with IoT and edge computing technologies 

to enable real-time data processing and decision-making. Developing frameworks 

for seamless integration, along with exploring the potential of edge-based ML 

models, can enhance the responsiveness and adaptability of reservoir management 

strategies. Research into data fusion techniques that combine IoT data with 

traditional data sources can also improve the accuracy and reliability of ML 

models. 

Conclusion: 



Summary of Findings 

This article has provided a comprehensive analysis of the challenges and opportunities 

associated with implementing machine learning (ML) for predictive modeling in 

unconventional petroleum reservoirs. The study identified key challenges including data 

quality and availability, model interpretability, and scalability. Despite these challenges, 

the application of ML offers significant opportunities for improved prediction accuracy, 

automation of reservoir management processes, and cost reduction. 

 Addressing Key Challenges: To overcome data quality issues, investing in 

advanced data acquisition technologies and developing robust data preprocessing 

methods is crucial. Enhancing model interpretability through explainable AI 

techniques can build trust and facilitate the adoption of ML models. Addressing 

scalability concerns through advanced computing infrastructure and efficient 

algorithms can ensure the effective application of ML across large-scale 

reservoirs. 

 Exploiting Opportunities: The potential benefits of ML in unconventional 

reservoirs are substantial. Improved prediction accuracy can lead to more 

informed decision-making, optimizing well placement and hydraulic fracturing 

strategies. Automation of reservoir management processes can streamline 

operations and reduce human error, while cost reduction through optimized well 

spacing and fracturing techniques offers significant economic advantages. 

 Integration and Future Prospects: Integrating ML with emerging technologies 

such as IoT and edge computing presents new opportunities for real-time data 

analysis and adaptive reservoir management. Continued research and innovation in 

these areas will be essential for unlocking the full potential of ML in 

unconventional reservoir management. 



Implications for the Industry 

The integration of ML into reservoir management practices has the potential to 

revolutionize the development and management of unconventional reservoirs. By 

addressing the challenges identified and capitalizing on the opportunities presented by 

ML, companies can achieve more efficient resource extraction, reduce operational costs, 

and enhance the sustainability of their operations. Embracing digital transformation and 

leveraging advanced technologies will be crucial for maintaining competitiveness and 

driving progress in the oil and gas industry. 

Final Thoughts 

As the oil and gas industry continues to evolve, the role of ML in predictive modeling 

will become increasingly prominent. Addressing key challenges, exploring new research 

directions, and integrating emerging technologies will be vital for advancing the field and 

shaping the future of unconventional reservoir management. By fostering innovation and 

embracing technological advancements, the industry can drive meaningful improvements 

in reservoir management practices and achieve long-term success. 
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